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Abstract  Alzheimer’s disease (AD) is the most common cause of dementia and its incidence is increasing 
worldwide along with population aging. Previous clinical and histologic studies suggest that the neurodegenerative 
process, which affects the brain, may also affect the retina of AD patients. In this case, the employment of advanced 
Biomedical Engineering Technology will definitely helpful for making diagnosis. Any disease modifying treatments 
which are developed are most possibly to be achieving success if initiated early in the process, and this needs that we 
tend to develop reliable, validated and economical ways to diagnose Alzheimer’s kind pathology. However, despite 
comprehensive searches, no single test has shown adequate sensitivity and specificity, and it is likely that a 
combination will be needed. Profiling of human body parameter using computers can be utilised for the early 
Diagnosis of Alzheimer’s disease. There are lot of tests and imaging modalities to be performed for an effective 
Diagnosis of the disease. Prominent of them are Magnetic Resonance Imaging Scan (MRI), Positron Emission 
Tomography (PET), Single Photon Emission CT Scanning (SPECT) and Optical Coherence Tomography (OCT).In 
the recent studies made on Alzheimer’s disease it is clearly investigated that are some parameter changes on the 
retina of the eye of the AD patients. In this research we have proposed a new scheme based on Wavelet Networks 
(WN) for the dimensionality reduction of OCT retinal images for the early Diagnosis of AD. 
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1. Introduction 

Alzheimer’s disease (AD) is the most common cause of 
dementia and its incidence is increasing worldwide 
associated with population aging [1]. AD is characterized 
by progressive cognitive impairment, such as memory 
deficit, decline in learning and executive functioning, 
aphasia, apraxia, agnosia and visual abnormalities [2,3]. 
Visual complaints are common findings in AD patients 
and these may have an important impact on autonomy and 
quality of life of these patients. The most common visual 
symptoms are impairment of spatial contrast sensitivity, 
motion perception, color discrimination and visual loss, 
which in the past, were attributed to lesions affecting the 
primary visual cortex and other specific areas of the brain 
[4,5,6]. Neuroimaging techniques are essential in the 
Diagnosis of AD and magnetic resonance imaging (MRI) 
has become the most used tool for cerebral imaging in AD 
patients, providing detailed information about brain 
structure. The most common findings in MRI of patients 
with AD are atrophy in the medial temporal lobe, 

including hippocampus, amygdala, entorhinal cortex and 
parahippocampal gyrus, ventricular enlargement and 
reduction of total brain volume [7]. Although studies have 
not yet completely elucidated the structural and functional 
changes that occur in brains of AD patients, some clinical 
and histologic studies suggest that the same 
neurodegenerative process that occurs in the brain, may 
also affect the retina, since the latter represents a 
peripheral part of central nervous system. Retinal 
pathological changes such as loss of retinal ganglion cell 
(RGC) and their axons were demonstrated, both in animal 
models and in post mortem studies of human AD eyes 
[8,9,10,11]. Toxic aminoacids, such as fibrillar tau and Aβ 
aggregates were accumulated within the retina and its 
microvasculature, and signs of neuroinflammation were 
present in the retina [12,13,14,15,16]. Therefore, 
according to several clinical and histologic studies there is 
strong evidence of anterior visual pathway impairment in 
AD patients, with predominant involvement of RGC and 
their fibers [17,18,19]. 

Optical coherence tomography (OCT) is a non-invasive 
technology, which acquires cross-sectional images of 
retinal structures allowing neural fundus integrity 
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assessment. Over the last years, OCT became the most 
widely used technology to detect and quantify structural 
axonal damage in many optic nerve and neurological 
diseases. Axonal loss is usually quantified by measuring 
OCT peripapillary retinal nerve fiber layer (RNFL) that 
allows an indirect estimation of RGC layer impairment. 
Furthermore, neuronal loss can be directly accessed by 
estimating macular thickness measurements, since  
30–35% of the retina thickness in macular area is 
composed by the RGCs and their fibers, as previously 
demonstrated in eyes with glaucoma, papilledema, 
compressive or demyelinating optic neuropathies 
[20,21,22]. If we take into account that the retina is 
considered a peripheral extension of the brain and both 
share similar embryological origin, it is easy to understand 
why OCT has become a widespread diagnostic tool in 
many neurological diseases. After obtaining the OCT 
images of AD patient, next step is to make a database of 
OCT AD images. For computer based assessment of OCT 
images we need different processes like segmentation and 
dimensionality reduction or feature extraction of the 
segmented OCT images. 

2. Related Works 

There are different ways for the segmentation and 
dimensionality reduction of images in the artificial 
intelligence field. Most prominent and popular of them 
are fuzzy logic and artificial neural network (ANN) 
approaches for segmentation of medical images [23,24]. 
Apart from above another promising computational 
intelligence method that has been widely used for various 
applications in different areas is wavelet network (WN).. 
Wavelet network takes full advantage of the 
characteristics of denoising, back ground reduction, 
recovery of the characteristic information, Neural Network 
capacity of universal approximation [25,26,27,28]. For 
this reason, it has a great ability to be used in many 
different applications [29,30]. For instance, in image 
processing wavelet networks have overcome many of the 
limitations in other intelligent methods such as artificial 
Neural Networks. The main advantage of wavelet 
networks over similar architectures such as multilayer 
perceptrons (MLP) and networks of radial basis functions 
(RBF) is the possibility of optimizing the wavelet network 
structure by means of efficient deterministic construction 
algorithms [31]. In this paper a specific wavelet network 
for segmentation of OCT images is employed. Wavelet 
networks are classified into two groups. They are adaptive 
wavelet networks (AWNs) and fixed-grid wavelet 
networks (FGWNs) [32]. Adaptive wavelet network is 
continuous wavelet transform whereas FGWN is discrete 
wavelet transform. Due to numerous shortcomings of 
AWNs like for example, complex calculations, sensitivity 
to initial values, the problem of measuring initial values, 
their application is limited [32].  

In an FGWN, the outer parameters of the network like 
number of wavelets, scale, shift parameters value are 
determined. The only inner parameters of the network, 
weights are specified by algorithms similar to the least 
squares. These types of networks do not need training. In 
AWNs, initial values of network parameters including 

weights of neurons, shifts, scales of wavelets are selected 
randomly or using other methods. These parameters are 
then updated in the training stage by means of techniques 
such as gradient descent or back propagation (BP). Then, 
the optimized values of network parameters are calculated. 
in an FGWN, the number of wavelets, as well as the scale, 
shift parameters, can be determined in advance, the only 
unknown parameters are the weight coefficients which are 
calculated through methods such as least squares. So in 
proposed FGWN, there is no need to specify random 
initial values for parameters or to use gradient descent, BP, 
or other iterative methods. Normally, in training stage of 
an adaptive network, all the parameters change; on 
contrary, in FGWN only, the weights are specified during 
an on iterative process. Thus, it could be concluded that 
FGWNs do not need training procedure. A three-layer 
FGWN with one hidden layer is employed Specific 
wavelet network or OCT image segmentation as shown in 
Figure 2. The procedure for image segmentation in this 
paper is as follows. At first the input data are normalized. 
Then, after selecting a proper mother wavelet, which is 
usually Mexican hat due of its desirable characteristics 
such as convenient calculates on, adaptability to Gaussian 
structures, robustness against noise [33]. Next a wavelet 
lattice is formed. Wavelet lattice is a hyper shape of shift, 
scale values of wavelets. The huge dimensions of this 
hyper shape should be decreased, effective wavelets 
should be selected. All of these are accomplished through 
two stages of screening. This paper is unique as it 
employs two stages of screening. This gives ground to 
increase the popularity of the wavelet lattice, to estimate 
the function in a more accurate way which is most 
beneficial, significant for larger scales. 

 Therefore, the purpose of this article is to address the 
main findings on OCT in AD patients, to discuss the role 
of this important diagnostic tool in these patients and how 
OCT technology could be useful to understand 
morphological retinal changes in AD. The author’s 
previous works in the area of Biomedical Engineering will 
definitely help to develop a new proposed tool using latest 
biomedical methods for the solution of the early Diagnosis 
of AD [1,2,3,4,5].  

3. Preprocessing 

Image acquisition is done by OCT camera which is 
shown in Figure 1; it is a kind of imaging technique used 
to examine the different eye related disease.  

 
Figure 1. OCT device and OCT image on the screen 
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Preprocessing is by using median filter which removes 
unwanted noises on the obtained OCT image of the eye. 
For the different steps involved in OCT image analysis of 
retina, segmentation is the most important stage of all. 
Image segmentation is defined as the process of 
partitioning a digital image into multiple segments. The 
goal of segmentation is to simplify and/or change the 
representation of an image into something that is more 
meaningful and easier to analyze. Image segmentation is 
mostly used to locate objects, boundaries like lines, curves 
etc. in images. More accurately, image segmentation is 
the process of assigning a label to every pixel in a digital 
image such that pixels with the same label share certain 
visual characteristics. The result of image segmentation is 
a set of segments that collectively cover the whole image, 
or a set of contours extracted from the image. Each of the 
pixels in a region is similar with respect to some 
characteristics such as such as color, intensity, or texture. 

4. Wavelet Neurons 

A wavelet can be called as a wave like oscillation with 
amplitude that begins at zero, increases, then decreases 
back to zero. A family of wavelet scan is formed from a 
function, called "mother wavelet," which is confined in a 
finite interval. "Daughter wavelets” are then formed by 
shifting, scaling of mother wavelet. Wavelets are mainly 
useful for compressing image data from a larger one. The 
output signal of a wavelet network with one output f, d 
inputs and q wavelons (wavelet neurons) in the hidden 
layer is given by 

 /2
,

1 1
( ) 2 (2 )

n n
p d piii pi qi i

i i
w X w X qiψ ψ−

= =
= −∑ ∑  (1) 

where wi, i =1,2,...,n, are weight coefficients, ψpi, qi are 
dilated and translated versions of a mother wavelet 
function, ψ, pi, qi are scale, shift parameters, respectively 
[31]. A major advantage of wavelet networks over other 
neural architectures is the availability of efficient 
construction algorithms for defining the network structure 
[34]. In FGWN, after determining the structure, the 
weights wi in (1) can be obtained through linear estimation 
techniques. In this study, a constructive method is 
employed to build an FGWN. In many cases, input data of 
wavelet network vary within a wide range, this variability 
reduces the efficiency of wavelet network. Thus, this first 
stage is considered as the data pre processing stage in 
which the input data are normalized to a certain range in 
order to avoid data scattering. Here the values of R, G, B 
matrices of each color OCT image are mapped into [0, 1] 
range by performing normalization [35] process using: 
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where ( )
,
k

n newx  is the value of each colour matrix after 
normalization (located in [0,1] range), tk and Tk are 
minimum and maximum values of these matrices, 
respectively. Due to better regularities and also the ease of 

frame generation, multi dimensional single scaling 
wavelet frame is employed. Here d-dimensional Mexican 
hat radial wavelet [36] is used to implement WN. It is 
expressed as: 

 ( ) ( ) ( )^ ^^2 2|2 .x x d x e xψ η= = − −  (3) 

Next step is to choose the scale and shift parameters. In 
this stage, minimum and maximum scale levels in the 
form min max[ , ]p p and shift parameter are to be employed. 
A hyper shape on the wavelet parameters space that was 
selected in the previous stage, wavelet function is 
calculated for all input vectors: 
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In primary screening stage, for every scale level 
selected, Ik set is formed for each input vector. In 
secondary screening, the shift and scale parameters of 
wavelets that are selected in at least two sets are 
determined and set I is formed. Suppose that the number 
of selected wavelets in the last stage as L. In addition, to 
make the writing simpler, the couple index of (p,q )is 
replaced with single index of {m= 1,2,3…M}. In this stage, 
Wp×M=[ψ1,...,ψl,...,ψM] matrix is calculated for all the 
input vectors and for all the selected shift and scale 
parameters that are in set I. 
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The nodes with red and blue circles are the members of 
sets in stage 5, respectively, and the nodes with circles in 
both red and blue colors are the members of set I. After 
two stages of screening, some of matrix members are still 
redundant. There as on is that only the input in formation 
and not the output information is taken into account for 
forming the wavelet matrix. A fast and efficient model 
structure determination approach has been implemented 
using the OLS algorithm. This approach has been 
extensively studied and widely applied in nonlinear 
system identification [31]. According to the OLS 
algorithm, to select the best subset of W, assuming that the 
size of this subset is known and denoted as s, the 
following steps should be taken. At first, the most 
significant wavelets in W is selected. Next, all other (not 
selected) wavelets are made orthogonal to the selected one. 
In the second step of the algorithm, the most significant of 
the remaining wavelets is again selected; then in this step, 
all non selected wavelets are made orthogonal with 
respect to the selected one, so that second selected wavelet 
with addition to the first one can determine the best 
approximation. The algorithm goes on for the rest of 
wavelets. Since all remaining wavelets are made 
orthogonal to all selected ones in each step of the 
algorithm, the improvement of each selectable wavelet is 
isolated [37]. After employing this stage, wavelet network 
is constructed as 
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where s is the number of wavelons in the hidden layer and 
wi is the weight of wave l on s. After performing the OLS 
algorithm, W is composed of ortho normal matrix N and 
upper triangular matrix A. So can be rewritten as: 

 .f QAθ=  (7) 

Wavelons are the nodes creating the hidden layer of the 
wavelet network. By choosing the ideal number of 
wavelons [38], index is calculated as 
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Then, the number of wavelons will change until the 
desired error measure is achieved. After that the weight of 
wavelons is measured by the least-squares method. 

5. Segmentation Algorithm 

The algorithm from the previous stage is used in the 
present stage for segmentation of the OCT images. From 
images database, a number of images are randomly 
chosen for formation of FGWN. At first the values of R, 
G, B matrices of each color OCT image are mapped into 
[0, 1] range by performing normalization process. FGWN 
is formed with three inputs, a hidden layer, and an output. 
In order to form the FGWN, the values of three colour 
matrices are considered as network inputs. These matrices 
are related to the five chosen images from the selected 
images for segmentation. From these images, some pixels 
are selected randomly. If the pixel is inside the retina layer, 
network output will be considered as 0, if the pixel is 
outside the retina layer, the output will be considered as 1. 
In this way, the FGWN is formed. After that, the value of 
the three matrices R, G, B for each pixel are considered as 
FGWN inputs, and the output of FGWN is a binary image 
that shows the segmented of original image in Figure 2. 

 

Figure 2. Presented FGWN for segmentation of OCT images 

6. Dimensionality Reduction 

After segmentation post processing is done. Since 
dimensionality reduction or extracting the features of 
retinal layers is the most essential part of diagnosing AD, 
extracting the exact boundary of retinal layer is a vital 

task. For this, after segmentation with an FGWN the space 
between two shapes is filled, extra parts are eliminated, 
and the noise is removed. Then, the exact boundary of the 
layer is extracted. This is done by appropriate morphological 
processes, including erosion, dilation. In this paper 
reduction of dimensionality of OCT images are discussed 
below.  

1) Ellipticity: a degree of similarity with the elliptical 
shape is obtained by dividing the area of the best fitted 
ellipse (largest one inside the object) by the area of the 
candidate object. This measure shows high values when 
candidate objects are normal, and low values when they 
are of AD. 

2) Ratio between thicknesses: considering all pairs of 
contour points, we divide the length of the longest path 
through the object by the length of the shortest path. This 
measure is then high for normal and low AD. 

3) Curvature variance: the curvature values [39] 
along the object’s contour present higher variation for 
impurities of AD than for control subjects. We then 
measure the variance of their value distribution. 

4) Salience variance: the exact dilations of a contour 
create discrete retinal regions, wherein each contour point 
defines two regions composed by its closest internal and 
external pixels, respectively [40]. For a small dilation 
radius, the area of the external region is higher than the 
area of the internal region, when the point is convex, and 
the other way around is true for concave points. The 
salience of a point is defined as the largest area between 
the areas of its internal and external regions. Different 
from curvature, the salience is affected when opposite 
parts of the contour are close to each other, capturing 
another characteristic of the shape. The variance of its 
distribution produces lower values for normal, and higher 
values for AD.  

5) Red texture: the dye solution used to enhance the 
layers shows them in red color. Most AD images are 
enhanced as well, but many of them are homogeneous.We 
capture this feature by counting the residual pixels from 
an area closing operation [41]. This morphological 
operator first fills dark regions of area less than a 
predefined λ value, without affecting the object’s shape, 
then outputs the number of pixels in the filled regions. 
This number is related to the degree of texture, 
distinguishing homogeneous (low values) from textured 
(higher values) objects. In our experiments, the best 
results were obtained with λ = (object area)/4. 

6) Average number of regional minima in the 
gradient image inside the object: this is another way to 
capture texture and shapes from homogeneous objects. 
The regional minima are found and this measure counts 
the number of minima and divides it by the object’s area. 

7) Perimeter: this measure is used to eliminate objects 
with contour size out of the expected range for retinal 
layers. 

8) Area: this measure is used to eliminate objects with 
area out of the expected range for retinal layers. 

9) Second, third, and fourth moments: the brightness 
histogram of the image inside the object is quantized into 
512 gray levels and we measure its variance, skewness 
(symmetry), and kurtosis (concentration around the mean). 
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7. Experimental Results 

The database of OCT images is taken from Sree 
Gokulam Medical College and Research Foundation, 
Trivandrum, India. For this purpose the AD patients 
diagnosed by the Neurologist through MRI are selected. 
Then those patients are forwarded to Ophthalmologist for 
further investigation through OCT. The dataset includes 
different OCT images of retina taken under the same 
environmental conditions. All of these images are saved as 
bitmap file for further processing. The size of each image 
was 535,974 byte; the database images employed in this 
paper were made free from noise or other artifacts by 
filtering or preprocessing stage. In case of noisy images 
(images which are not of desired quality or the results of 
segmentation are not satisfactory), or necessity of 
elimination of the hairs, a pre processing stage be used 
[36]. Among the 100 images selected for segmentation 
using the proposed FGWN, five images were used for 
building the network structure (formation of the wavelet 
lattice, determination of the shift scale parameters, a 
calculation of the network weights), and the rest were used 
for testing it. In our experiments, 10–12 wavelons are 
enough to achieve good results 

Since extracting the features of retina is the most 
essential part of diagnosing Alzheimer’s disease, 
extracting the retinal layer is a vital task. For this, after 
segmentation with an FGWN and according to the 
proposed algorithm, the space between two shapes is filled, 
extra parts are eliminated, and the noise is removed. Then, 
the exact boundary of retina layer is extracted. This is 
done by appropriate morphological processes, including 
erosion, dilation, closing and opening, and region filling. 
Size, shape, and kind of structuring elements were based 
on images dimensions and type of their objects that are 
selected tentatively and provisionally as discussed in 
section. 

As mentioned before, segmentation is the most 
important and critical stage of the three stages of 
automatic Diagnosis of retinal layer which has a very 
significant role in the final outcome. Due of this reason, 
the performance of this state should be examined by 
means of appropriate criteria. Here the retinal fibre layer 
which is the most significant feature in detecting 
Alzheimer’s disease is extracted by FGWN with an 
acceptable accuracy. Our method is quite simple and 
considering the satisfactory results of this study, it is very 
applicable for detecting AD by means of the computer. 
We have compared the segmentation process of FGWN 
with Neural networks (NN) and Gradient Vector Flow 
(GVF) as shown in Table 1. FGWN shows considerable 
results than NN and GVF. We have compared the 
different features like accuracy, precision, sensitivity and 
specificity. In all the circumstances FGWN is better than 
the other two. 

Table 1. Comparison of FGWN, NN and GVF 

Method Accuracy 
in % 

Precision 
in % 

Sensitivity 
in % 

Specificity 
in % 

FGWN 99.65 94.77 94.32 99.82 

NN 99.53 92.15 93.34 99.73 

GVF 98.83 82.28 83.94 98.83 

8. Conclusion 

In this study a new approach for the segmentation as 
well as dimensionality reduction of OCT retina images 
based on fixed grid wavelet network has been employed. 
By comparing the retinal changes between AD and control 
subjects we can measure the change in retinal layer. For 
performing this, a wavelet lattice is formed. Parameters of 
wavelets are determined with two screening stages. 
Orthogonal least squares algorithm is used to calculate the 
network weights and to optimize the network structure 
using the developed algorithm. After that different feature 
of OCT images are extracted. Also the proposed method is 
compared with other methods, the former shows better 
results. Unlike NN, the results from FGWN not change in 
several experiments, i.e., training and testing a WN several 
times with the same data would lead to the same results. 
Therefore the proposed method provides a useful tool for 
the analysis of OCT retina images for predicting AD. 

9. Limitation and Future Expansion 

From the existing work we get a segmented image and 
features of the image are extracted. This is only the first 
and second screening of OCT analyses In the future works 
the feature selection and classification can be done. From 
the extracted features, best of the feature can be selected 
and used for classification and detection of Alzheimer’s 
disease. In this paper we have compared FGWN with two 
methods In future we can compare FGWN with other 
techniques. For defining the network structure of a WN, 
an efficient constructive algorithm could be used. 
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